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Abstract
Background: This study addresses the suicide risk predicting challenge by ex-
ploring the predictive ability of machine learning (ML) models integrated with 
theory- driven psychological risk factors in real- time crisis hotline chats. More im-
portantly, we aimed to understand the specific theory- driven factors contributing 
to the ML prediction of suicide risk.
Method: The dataset consisted of 17,654 crisis hotline chat sessions classified 
dichotomously as suicidal or not. We created a suicide risk factors- based lexicon 
(SRF), which encompasses language representations of key risk factors derived 
from the main suicide theories. The ML model (Suicide Risk- Bert; SR- BERT) 
was trained using natural language processing techniques incorporating the SRF 
lexicon.
Results: The results showed that SR- BERT outperformed the other models. 
Logistic regression analysis identified several theory- driven risk factors signifi-
cantly associated with suicide risk, the prominent ones were hopelessness, his-
tory of suicide, self- harm, and thwarted belongingness.
Limitations: The lexicon is limited in its ability to fully encompass all theoretical 
concepts related to suicide risk, nor to all the language expressions of each con-
cept. The classification of chats was determined by trained but non- professionals 
in metal health.
Conclusion: This study highlights the potential of how ML models combined 
with theory- driven knowledge can improve suicide risk prediction. Our study un-
derscores the importance of hopelessness and thwarted belongingness in suicide 
risk and thus their role in suicide prevention and intervention.
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INTRODUCTION

Suicide is a complex public health problem of global im-
portance. It takes a staggering toll on global health issues, 
with approximately 800,000 people dying from suicide 
worldwide each year (WHO, 2019). Beyond that, it is esti-
mated that more than 25 million individuals attempt sui-
cide worldwide each year (Turecki & Brent, 2016).

Theories of suicide prevention have struggled in their 
efforts to understand what factors may facilitate suicide 
risk (Turecki & Brent, 2016). A large body of research has 
shown suicide risk to be influenced by an interaction of 
biological, psychological, cultural, environmental, and so-
cial factors. Indeed, many factors have been suggested as 
related to suicide risk, such as depression, prior history of 
suicide attempts, and personal traits such as perfectionism, 
hopelessness, and loneliness (Bloch- Elkouby et al., 2020; 
Gvion et  al.,  2015; Klonsky & May,  2015; Mann,  2002; 
NIMH, 2020; O'Connor & Nock, 2014; Turecki et al., 2019; 
Van Orden et al., 2010).

A meta- analysis by Franklin et al. (2017), spanning five 
decades of suicide research, found that predictions of sui-
cide thoughts and behaviors were somewhat better than 
chance and held some clinical utility. In recent years and 
based on technological advancement, researchers have 
begun studying the predictive ability of machine learn-
ing (ML; McHugh & Large, 2020) regarding suicide risk. 
One should bear in mind, however, that applying machine 
learning methods to enhance predictions do not always re-
sult in significantly improved outcomes compared to sim-
pler models (Salganik et al., 2020). A recent meta- analysis 
(Kusuma et  al.,  2022) evaluated the performance of ML 
models in predicting suicidal ideation, suicide attempts, 
and death by suicide. The results were highly satisfying 
in terms of area under the curve (AUC) (0.84–0.88) and in 
specificity 0.87 (95% CI [0.84, 0.90]) with moderate results 
in terms of sensitivity, 0.66 (95% CI [0.60, 0.72]). Among 
these studies, almost half were electronic health care 
based, whereas others used data from social media. Only 
a handful of studies used natural language processing 
(NLP) to predict suicide outcomes (Kusuma et al., 2022; 
Xu et al., 2022). Notably, while these studies provided evi-
dence that ML models can offer vital information to differ-
entiate suicidal from nonsuicidal individuals, analyzing 
electronic health records and social media apps seemed 
to provide only a partial depiction of the individual's men-
tal state in real- time suicidal situations, as one- sided texts 
cannot reveal situated conversation patterns character-
ized by temporal dynamics and diverse vocabularies.

Moreover, most ML studies have not incorporated psy-
chological theory- driven knowledge to assess suicide risk, 
thus maintaining the gap between theory and practice. To 
our knowledge, only Xu et al. (2021) combined a ML model 

with domain knowledge in an online counseling site. 
Their domain knowledge- aware risk assessment (KARA) 
model outperformed the standard NLP model. However, 
they used a preliminary lexicon, which included, for ex-
ample, negative emotions (“useless” and “disturbed”) and 
interpersonal relationships (“breakup” and “reject”) but 
failed to include many other major theory- driven factors. 
Much more information is needed to understand the spe-
cific psychological factors predictive of suicide risk in on-
line crisis hotlines. These hotlines have been recognized 
as having a critical role in the care chain for individuals at 
risk of suicide (Joiner et al., 2007) due to their 24/7 access 
to paraprofessional support, guidance, and acute interven-
tions (Gilat & Shahar, 2007).

To narrow this knowledge gap, this study aims to shed 
light on the specific psychological factors contributing to 
real- time predictions of suicide risk using ML techniques. 
Thus we aimed to open the “black box” of ML prediction 
to understand not only the levels of prediction but also the 
specific factors contributing to AI predictions of suicide 
risk across crisis hotline chats. To reach this ambitious 
goal, we examined a lexicon of linguistic representations 
for all the main suicide risk factors drawn from the prom-
inent theories in the field (e.g., Van Orden et al.,  2010). 
Then, we trained and validated a ML model on a large 
database of crisis hotline chats of one of the main crisis 
hotlines in Israel (“Sahar”). Operationally, we used AI- 
based NLP methods to ascertain to what extent the exam-
ined factors could distinguish suicide- related chats from 
nonsuicide- related chats. To our knowledge, no study has 
yet to explore such a broad range of risk factors for suicide 
ideation in real- time crisis calls using AI models. Such in-
formation would contribute to suicide theory and facili-
tate the design of clinical suicide prevention steps, with 
the key innovation being that this knowledge could help 
detect real- time suicide risk rather than determine suicide 
risk from self- report measures that may be retrospectively 
biased and prone to social desirability.

METHODS

Dataset

The study dataset comprised chat sessions at Sahar, an 
internet- based crisis hotline chat service for distressed 
individuals in Israel. The database comprised 17,654 chat 
sessions conducted over 4 years (2017–2021), which were 
recorded, documented, and manually labeled by the ser-
vice's trained volunteers to identify the key topic raised 
in each session. The hotline sessions lasted up to approxi-
mately 40 min. The caller stated his age range and sex 
upon entry to the chat.
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Outcome measure: Suicide risk 
versus nonsuicidal distress

Suicide risk was defined as any chat session whose caller 
exhibited suicidal ideation; suicide ideation refers to 
thoughts of ending one's life actively (wish to kill oneself; 
Liu et  al.,  2020). Of 17,564 labeled sessions, the trained 
volunteers of SAHAR classified 3097 chat sessions as in-
cluding expressions of suicide risk (17%). To validate the 
volunteers' labeling, three clinical psychologists (three 
of the authors), specialists in suicide prevention, double- 
checked 600 randomly extracted chat sessions (200 classi-
fied as nonsuicidal and 400 as indicating suicide risk) and 
classified them blindly to the dichotomous categories of 
suicide risk (yes/no). The analysis yielded a satisfactory 
indicator of Cohen's kappa of 0.731 indicating adequate 
agreement between raters. Differences in tagging may be 
due to differences in the stimulus: The volunteer tagged 
the chat live, perhaps depicting the vibe more accurately 
than the clinical psychologists who tagged the chat retro-
spectively and offline.

Explanatory variables: Psychological 
factors- based lexicon (SRF)

Creating a psychological factors- based lexicon (SRF) in-
cluded three steps. First, language representations of the 
main psychological factors and features relating to suicide 
risk were generated based on the main theory- driven fac-
tors currently recognized in the suicide literature (e.g., 
hopelessness, loneliness, and impulsivity). Second, we 
used validated questionnaires that tapped the theoreti-
cal constructs of the chosen main theories (e.g., PHQ9 
for depressive symptoms, see examples in Appendix  1). 
Third, 200 random chat sessions labeled suicide risk were 
scanned to identify more language representations reflec-
tive of theoretical factors to enrich the SRF lexicon. The 
lexicon was also verified by suicide prevention experts to 
ensure that it tapped most of the important psychological 
factors and their correct language representations.

The SRF lexicon included 20 key categories of varied 
length, with the shortest category containing 20 words/
phrases and the longest containing more than 400 words/ 
phrases. Importantly, each sentence in each category of 
the SRF lexicon was tagged as either an increased- risk 
factor or a decreased- risk (protective) factor. For exam-
ple, thwarted belongingness was represented either as “I 
feel like I don't belong in my surrounding” (increased) or 
“I feel people care for me” (decreased). Factors were in-
cluded in the lexicon only if they were mentioned at least 
500 times in the SAHAR chat dataset to focus on the more 
common language representations.

The language model

We used a natural language process model to detect sui-
cide risk. We named this model Suicide Risk–Bert (SR- 
BERT), based on DialogBERT, a hierarchical transformer 
language model with performance in a wide range of 
discourse- related applications (Gu et  al.,  2021). The ar-
chitecture is comprised of two parts: a transformer- based 
layer that encodes messages and an additional transformer 
layer that captures conversation structure, named Context 
Encoder Transformer.

We incorporated the SRF lexicon as a pretraining task. 
As described in a previous study (Izmaylov et al., 2023), 
we first chose a 5- dimension representation that out-
performed the 20- dimension representation on the val-
idation set, leading us to use this representation in the 
subsequent pre- training phase. In the second step, the 
self- supervised knowledge task (SSK task) was applied as 
a new pretraining task for predicting Sahar conversations 
in the SRF representation space. In addition to the SSK 
task, we implemented the three pretraining tasks defined 
by DialogBERT (Gu et al., 2021) for capturing several as-
pects of the conversation structure: message- level seman-
tics, the conversation structure, and underlying dialogue 
sequential order.

Empirical methodology

We randomly split the labeled Sahar dataset into three sets: 
train (70%), validate (15%), and test (15%). These datasets 
were used throughout experiments described in detail in 
Bialer et al.  (2022) and Izmaylov et al.  (2023). To evalu-
ate the model performance, we used ROC- AUC, widely 
employed in suicide detection research (Bernert et  al., 
2020). Additionally, we report the F2- score (Sokolova 
et al., 2006) for predicting the positive SR label. We com-
pare SR- BERT with SSK with the following four baseline 
models:

SR- BERT without. SSK: This model omits the SSK pre-
training task from SR- BERT with SSK. Apart from the 
SSK pretraining task, this model is identical to SR- BERT 
w. SSK.

Ensemble SI- BERT (Bialer et al., 2022): This is a nonhi-
erarchical Hebrew language model representing state of 
the art for SR detection. It was trained on the same data-
set from the Sahar organization. We reimplemented this 
model with the code and parameters provided by the au-
thors and ran it on the dataset provided for this research.

SRF- based lexicon + XGBoost: An XGBoost (Chen & 
Guestrin,  2016): classifier based on encoding conversa-
tions over the Suicide Risk Factor (SRF) lexicon. We noted 
that XGBoost outperformed Random Forest and Logistic 
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Regression as the classifier for this baseline (and for the 
following two baselines).

Doc2Vec + XGBoost: An XGBoost classifier based on 
encoding each conversation to a 300- dimensional space 
using the Doc2Vec representation (Le & Mikolov, 2014).

Statistical analysis

We conducted a logistic regression analysis to compare 
the differences between the associations of suicide- 
related content chats versus nonsuicide- related chats. 
Adjustments were made for sex and age, and associations 
were reported as odds ratios (ORs) with 95% confidence 
intervals (95% CIs). All statistical analyses were performed 
using statsmodels, a Python package.

RESULTS

The prediction of machine learning model 
on suicide risk

We first compared the differences between BERT and 
non- BERT models in predicting suicide risk. Table 1 pre-
sents a comparison of the SR- BERT model with other 
models. As seen in the table, both SR- BERT- based mod-
els (with and without SSK pretraining) outperformed the 
Ensemble SI- BERT model in terms of recall, F1, F2, and 
ROC- AUC metrics. The most notable improvement was 
in the recall metric. Moreover, the additional SSK pre-
training improved the SR- BERT without SSK results for 
all metrics except the ROC- AUC score, which remained 
stable. Ensemble SI- BERT achieved the highest precision, 
which yielded slightly better outcomes than SR- BERT 
with SSK. Ensemble SI- BERT exhibited a substantially 
lower recall score, which corresponds to lower F1 and F2 
values. Notably, the BERT- based models outperformed 
the non- BERT models on all tested metrics.

We used the McNemar paired test for labeling dis-
agreements (Gillick and Cox, 1989) to compare SR- 
BERT with SSK with the two models, SR- BERT without 
SSK and Ensemble SI- BERT. Statistical significance 
with p < 0.05 was demonstrated for SR- BERT with SSK 
versus SR- BERT without SSK and for SR- BERT with 
SSK versus Ensemble SI- BERT. Overall, SR- BERT with 
SSK substantially improved recall and F2 (17.9%) com-
pared with BERT (13.9%), with only a slight decrease in 
precision performance. These results highlight the im-
portance of psychological factors in predicting suicide 
risk in the ML model.

The specific predictive 
power of theory- driven factors to 
suicide risk

Following the results regarding improving prediction by 
psychological factors, we examined which specific lexicon 
factors facilitated a better prediction of suicide risk. Table 2 
presents the results of the logistic regression analysis, show-
ing the associations between the theory- driven factors and 
suicide risk. Hopelessness was significantly associated with 
the highest odds of suicide risk (odds ratio [OR] = 2.07, 95% 
CI = 1.61–2.38). History of suicide attempts (OR = 1.717, 
95% CI = 1.603–1.839) and deliberate self- harm (OR = 1.44, 
95% CI = 1.37–1.52) were also significantly associated with 
suicide risk as well as thwarted belongingness (OR = 1.34, 
95% CI = 1.208–1.50). Depressive symptoms, although sig-
nificant, were barely associated with higher levels of suicide 
risk (OR = 1.06, 95% CI = 1.037–1.08).

Surprisingly, bullying was negatively associated with 
suicide risk, as language representations of being tradition-
ally bullied or cyberbullied were associated with relatively 
lower odds of suicide risk (OR = 0.81, 95% CI = 0.68–0.94). 
Similarly, identifying as LGBTQ was significantly associated 
with lower odds of suicide risk (OR = 0.78, 95% CI = 0.63–
0.97). Notably, other known risk factors for suicide risk, such 

T A B L E  1  Comparing suicide risk prediction machine- learning models in crisis hotline chats (n = 17,654).

Recall [%] Precision [%] ROC- AUC [%] F2 [%] Fl [%]

Doc2Veca + XGBoostb 31.3 69.2 64.7 35.l 43.1

SRF lexiconc + XGBoost 55.l 67.2 76.5 57.l 60.0

Ensemble SI- BERTd 60.4 70.9 91.3 62.3 65.3

SR- BERT without SSKe 72.9 68.4 92. l 71.9 70.6

SR- BERT with SSK 78.3 68.9 92.1 76.2 73.3
aDoc2Vec. is a Natural Language Processing tool.
bXGBoost is a machine- learning system for tree boosting.
cSRF lexicon: Suicide risk factor- based lexicon.
dSI- BERT: suicidal ideation BERT.
eSR- BERT without SSK: suicide risk BERT without self- supervised knowledge.
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as psychopathology, perfectionism, loneliness, and truancy, 
were not significantly associated with suicide risk, suggest-
ing that many of these callers, with those known risks, con-
tacted the hotline out of distress but not a suicidal one.

Contribution to suicide risk along the 
time of chat session

Based on the regression results, we also sought to discern 
the trajectories of the associations between the theory- 
based factors and suicide risk as the chat proceeded. Thus, 
we examined the associations between these theory- based 
factors and suicide risk as the chats' timelines progressed 
(recorded as a percentage of the chat). As seen in Figure 1, 

each factor's significant contribution to suicide risk was 
largely maintained throughout the chat session. More 
specifically, hopelessness had the highest odds associ-
ated with suicide risk at the beginning of the chat (20% 
of the chat, OR = 2.73, 95% CI = 2.14–8.56), continuing to 
be highly predictive of suicide risk during the remainder. 
Language representation of past suicidal attempts was the 
second highest factor to predict suicide risk at the begin-
ning of the chat (20%, OR = 2.53, 95% CI = 2.1778–8.82) 
and continued to be predictive throughout the chat ses-
sion; this was also the case with the other significant 
theory- based factors mentioned in Table 1. Interestingly, 
chats of callers identifying as LGBTQ were found to be as-
sociated with significantly lower suicide risk only at 60% 
of the chat session onward (OR = 0.781 95% CI = 0.616–
0.990). Likewise, bullying was associated with signifi-
cantly lower suicide risk only at the final part of the chat 
(80%, OR = 0.83, 95% CI = 0.71–0.98).

DISCUSSION

This study's primary aim was to shed light on the predic-
tive value of psychological factors to suicide risk in real- 
time conversations using ML models. We aimed to explore 
the “black box” of the ML models and to understand the 
specific contribution of each ML model factor to suicide 
risk prediction in crisis hotline chats. To our knowledge, 
this is one of the very first studies to apply ML models to 
an online crisis dataset using a lexicon of theory- driven 
psychological factors.

Our findings highlight the high predictive power of a 
model combining ML and psychological factors regard-
ing suicide risk in real- time chats at crisis hotlines. While 
some studies have shown that ML models can predict 

T A B L E  2  Univariate analysis of the associations between 
theory- driven factors and suicide risk in hotline crisis chat sessions 
(n = 17,654).

Feature language 
representations

Odds 
ratio p Value 95% CI

Hopelessness 2.076 2.04E- 25 1.611–2.383

History of suicide attempts 1.717 1.39E- 53 1.603–1.839

Deliberate self- harm 1.445 1.15E- 41 1.370–1.524

Thwarted belongingness 1.345 6.06E- 08 1.208–1.498

Depressive symptoms 1.059 7.99E- 08 1.037–1.0826

Bullying 0.805 0.008 0.685–0.947

LGBTQ 0.785 0.025 0.636–0.970

Perfectionism 0.841 0.0947 0.686–1.030

Loneliness 1.120 0.153 0.958–1.310

Psychopathology 0.970 0.294 0.918–1.026

Truancy 0.944 0.457 0.813–1.097

Note: Bold number represents statistically significant results.

F I G U R E  1  Prediction of suicide risk 
by theory- based factors across the time 
percentage of the chats (n = 17,654).
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suicide risk, the current results underscore the impor-
tance of psychological factors in predicting suicide risk, 
above and beyond ML prediction alone. These findings 
support the value of incorporating theory- driven features 
to augment NLP- based ML models to facilitate a more ef-
fective prediction of suicide risk.

Importantly, the theory- based lexicon constructed for this 
study enabled us to understand the specific contribution of 
several psychological factors to predicting suicide risk in real- 
time chats at crisis hotlines. Beyond the recognized impor-
tance of previous suicide attempts and deliberate self- harm 
as indicators of increased suicide risk, we were able to shed 
light on two main theory- driven factors found as highly im-
portant for predicting suicide risk: hopelessness and thwarted 
belongingness. Hopelessness was found to be the most pre-
dictive factor of suicide risk in the context of crisis helpline 
callers (OR = 2.07). Past research has already identified it as a 
key factor that facilitates mental pain to progress to the level 
of suicide ideation and behavior (Beck et al., 1975; Galynker 
et al., 2014; Levi- Belz et al., 2014). It has been suggested that 
the negative and inflexible cognitive style characterizing 
higher levels of hopelessness directly affects suicide risk (e.g., 
Sueki, 2022). However, the current findings underscored it 
as the most powerful predictor of suicide risk among callers 
seeking help from crisis helplines, above and beyond a broad 
swath of psychological factors (even more predictive than 
a history of suicidal behavior). Interestingly, in light of our 
findings regarding the mild effect size of depression predic-
tion (OR = 1.059), hopelessness can be viewed as the critical 
component elevating the risk among those suffering from de-
pressive symptoms. Overall, these results highlight the cen-
tral role of hopelessness in turning mental pain into suicide 
risk and, thus, becomes a critical factor in interventions for 
individuals with suicide risk.

Thwarted belongingness is defined as the experience 
of feeling alienated from others, particularly alluding to 
the painful feeling of being outside the family, friends, 
and other valued groups (Van Orden et  al.,  2010), was 
also found to have an important role in increasing suicide 
risk in our ML prediction model. The interpersonal theory 
of suicide, one of the leading theories of understanding 
suicide risk (Joiner et al., 2007; Van Orden et al., 2010), 
has identified thwarted belongingness as a facilitator of 
suicide ideation and higher suicide risk in general (Glenn 
et al., 2022) and in times of international crisis such as the 
Covid- 19 pandemic (Gratz et al., 2020). Our results show 
that language representations of thwarted belongingness, 
such as “I am alone” or “There is no one I can turn to 
in times of need”, are highly important to understand-
ing who is at risk of suicide in real- time conversations. 
These results align with several studies highlighting the 
role of interpersonal factors in suicide risk (Klonsky & 
May, 2015; Levi- Belz et al., 2019).

Some studies have shown that integrating hopeless-
ness and thwarted belongingness is critical to predict-
ing suicide risk. Kleiman et  al.  (2014), examining 508 
participants from a large university, found that com-
bining both measures was the most effective predictor 
of suicide risk, with thwarted belongingness as a par-
tial mediator between hopelessness and suicide ide-
ation. Levi- Belz et al. (2014) found that the interaction 
of hopelessness and interpersonal difficulties, such as 
thwarted belongingness, was highly significant in pre-
dicting more severe suicide attempts (see also Gvion & 
Levi- Belz, 2018). However, whereas these studies used 
self- report measures of only few factors in retrospective 
studies, our findings underscore the predictive value 
of these factors in real- time suicide risk situations and 
with higher ecological validity.

Examining the theory- driven factors' predictive trajecto-
ries at different time points in the chats indicated that the 
hierarchy of the predictive risk factors was preserved from 
the beginning to the end of the chats. These findings further 
highlight the centrality of hopelessness and thwarted be-
longingness as key markers for detecting suicide risk at the 
early stages of a chat, even beyond the predictive nature of 
previous suicide behavior. This finding may be particularly 
promising for the quick detection of suicide risk at the very 
beginning of the chat session. In contrast to most studies, 
bullying and LGBTQ factors were found to be negatively 
associated with suicide risk. These studies found that indi-
viduals who are victims of bullying (e.g., Holt et al., 2015) or 
tied to the LGBTQ community (e.g., Yıldız, 2018) present an 
elevated risk for suicide ideation and behavior.

More research is needed to better understand the cur-
rent findings. However, callers expressing language rep-
resentation of bullying or LGBTQ in their chat sessions 
may have sought help with their difficulties and, thus, did 
not articulate suicide risk in presenting their issues. This 
observation may strengthen the notion that most of those 
involved in bullying or the LGBTQ community members 
are not at suicide risk.

The study results should be interpreted in light of 
several methodological limitations. First, the SRF lexi-
con is limited in its ability to fully encompass all theo-
retical concepts related to suicide risk. Moreover, using 
language representations of theoretical concepts (e.g., 
hopelessness) may suffer from several drawbacks due 
to its limited ability to encompass all possible language 
expressions of each concept. We sought to overcome 
this limitation by basing the lexicon on the standard-
ized self- reports typically used to operationally examine 
such factors and by using suicide prevention experts to 
enrich it with relevant laguage expressions. However, 
more studies are needed to validate the relationships 
between each theoretical- based factor and its language 

 1943278x, 0, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1111/sltb.13056 by K

arin L
avoie - C

ochrane C
anada Provision , W

iley O
nline L

ibrary on [14/02/2024]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense



   | 7GRIMLAND et al.

representations. Second, the dichotomous (yes/no for 
suicide risk) classification of chats was determined by 
Sahar's volunteers, who are nonprofessionals in men-
tal health and may not have been accurate in their 
judgment. To overcome this important limitation, we 
conducted a double- crossed examination of 600 chat 
sessions by experts in suicide prevention who blindly 
relabeled them, yielding high inter- judge reliability. 
However, future studies should examine more objective 
tools for classifying chats regarding suicide risk levels. 
Last, as the population of callers to the Sahar online 
crisis helpline may not represent all populations with 
suicide risk and as the SRF lexicon and the chats are 
Hebrew- based, the study results may be limited only to 
the Israeli crisis helpline caller population. Future stud-
ies examining other populations could corroborate and 
validate this study's findings.

Conclusions and implications

The current findings highlight the critical role of ML 
algorithms based on NLP in predicting suicide risk in 
the context of real- time chats at crisis hotlines. In light 
of our findings regarding the centrality of hopelessness 
and thwarted belongingness as suicide risk indicators, 
these factors should be considered key elements in the 
early assessment of suicide risk in live crisis hotline 
chats. Aligning with these findings, helpers' responses 
should specifically target these elements and use ele-
ments such as a hope kit that includes for example rec-
ommended coping, relaxation, and distraction activities, 
as well as personal content that serve as reminders for 
positive life experiences (Vesco et al., 2022) in their in-
terventions with callers who experience high mental 
pain and suicidal ideation.
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